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Abstract 

 
Text categorization is a problem of assigning a document into predefined classes. 
Feature selection is one of the important issues in text categorization. Wide variety of 
feature selection methods exist for text categorization like Information Gain (IG), 
Document Frequency (DF),Term Strength (TS), Mutual Information (MI) etc. Feature 
selection methods can improve the efficiency and performance of text categorization. This 
paper reports a controlled study on a large number of feature selection techniques for 
text classification. We also discuss some variation and combinations of these feature 
selection methods.  
Index Terms—Classification, Feature Extraction, Feature Selection, Text Categorization. 
 
1. Introduction: With the growth of the internet and advancement of computer 
technologies more textual documents have been digitized and stored electronically. Thus 
text classification became an increasingly important task. The goal of text categorization 
is to assign a new document into predefined category by identifying discriminating 
features. A document could fall into one class or many. As the volume of text content 
grows continuously online, effective retrieval is difficult without good indexing and 
summarization of document content. Categorization of document is one solution to this 
problem. A growing number of statistical classification methods have been applied to text 
categorization such as Naive Bays [3, 4], Decision Tree [7], Neural Network [6], Linear 
Regression [11], k-Nearest neighbor [5], Support Vector Machine [1].A comparative 
study of text categorization methods is reported in [2] against the Reuters corpus.  
 
The text categorization problem normally involves an extremely high dimensional feature 
space [8]. The performance of classification algorithms will decrease dramatically due to 
the problems of high dimensionality of feature space. Therefore there is a high 
requirement to reduce feature space. Feature selection is a standard procedure to reduce 
features dimensionality, which selects “good” features for a classifier. Many Feature 
Selection methods such as Document Frequency (DF), Term Strength (TS), Mutual 
Information (MI), CHI Statistics, and Information Gain have been applied to Text 
categorization [9]. Some variants of feature selection methods are also used by Yang 
[23]. 
2. Feature Selection: Almost every popular classifier accepts as input a feature 
vector that characterizes the document to be classified. Clearly construction of these 
features vector is very important to the successful operation of the classifier. Selection of 
a subset of features to be used in inductive learning has already been addressed in 
machine learning. In order to transform a document into a feature vector, preprocessing is 
needed. This includes feature extraction, feature selection and feature weighting 
calculation.  
 

a) Feature Extraction: Feature extraction is a process that extracts a set of new 
features from original features through some functional mapping such as PCA 



and word clustering. The mapping of approaches use a simple ‘bag of words’ 
approach that include all the words in a document except stop list, a list of the 
most common words that are unlikely to be distinguishing features. 

b) Feature Selection: Feature Selection is a process that chooses a subset from 
the original set that is formed by feature extraction process. The number of 
features identified by Feature extraction may be extremely large. Generally 
high dimensionality of the term space can make the classifier run slowly and 
increase over fitting, i.e. the phenomenon by which the classifier perform well 
on reclassifying the documents of training set and perform badly on 
classifying new documents. Hence Feature selection, which aims to reduce the 
dimensionality of the feature vector by only retaining those feature that are 
most informative or distinguish. There are several effective feature selection 
methods which are discussed below.  

 
i) 2  statistic (CHI) 
The �2    statistic measures the association between the term t and 
category c [9].It is defined to be 
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Using the two way contingency table of a term t and category c, where A 
is the number of times t and c co-occur, B is the number of times c occurs 
without c, C is the number of times c occurs without t, D is the number of 
times neither c nor t occurs, and N is the total number of documents. 
 
ii) Information gain (IG): Information gain [9], an information theoretic 
function that tries to keep only the terms distributed in the sets of positive 
and negative examples of the categories. Let m be the number of 
categories. The information gain of a term t is defined as  
 
 
This definition is more general than the one employed in binary 
classification models [10, 12] 

   
iii) Document Frequency (DF): Document Frequency is the number of 
document in the training corpus in which a term occurs. It is the simplest 
criterion for term selection a variation of document frequency is document 
frequency thresholding in which we compute the document frequency for 
each unique term in the training corpus and remove from the feature space 
those terms whose document frequency was less than some predetermined 
threshold.  
Document Frequency thresholding is the simplest techniques for 
vocabulary reduction. It easily scales to very large corpora, with a 
computational complexity approximately linear in the number of training 
document. 

  iv) Term strength (TS) : 
Term strength is originally proposed and originally proposed and 
evaluated for vocabulary reduction in text retrieval [14]. And later applied 
by Yang and Wilbur to text categorization [13]. It is computed based on 
how commonly a term is likely to appear in closely related documents. 



Let x and y be an arbitrary pair of distinct but related documents, and t be 
a term then the term strength is defined by 
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v) Mutual information (MI):Mutual information [15] is a criterion 
commonly used in statistical language modeling of word associations and 
related applications [15,16,17]. If one considers the two way contingency 
table, records co-occurrence statistics for terms and categories, of a term t 
and a category c, where A is the number of times t and c co-occur, B is the 
number of times the t occur without c, C is the number of times c occurs 
without t, and N is the total number of documents, thus the mutual 
information is given by 
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This may be approximated by  
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Since mutual information gives values for pairs, rather than individual 
terms. Yang and Pedersen calculate both the maximum and average 
mutual information for each term and test both. 
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vi) Entropy based ranking (En) 
Entropy based ranking is proposed by Dash and Liu [18]. In this method, 
the term is measured by entropy reduction when it is removed. The 
entropy is defined as: 
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Where, 
    ijM =Similarity value between documents iD & jD  

This can be formulated as: 
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 Where Dist, is the distance between the document iD and jD  after the term  

 t is removed, Dist  is the average distance among the documents after the   
term t is removed. 



 
vii) Term Contribution (TC): Term Contribution is introduced by Liu et 
al.[19]. This method includes term weight in calculation. Because, the 
result of classification depends on the similarity of documents. The 
similarity between two documents can be expressed as : 
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Where, 
 
 

( , )w t D represents the tf*idf [20] weight of term t in document D. so, the 
contribution of a term in a set of documents is given by the equation(11). 
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viii) Other Dimensionality Reduction Techniques: Apart from the 
feature selection methods discussed above, some other feature selection 
methods are also there. A brief introduction of these approaches is 
discussed below. 

 

Latent Semantic Indexing (LSI) 
A different approach for dimensionality reduction of the term space is to 
infer, from the original term space by document matrix, a new term by 
document matrix in which terms are no more intuitively interpretable but 
can express the latent semantics of the documents. The technique used is 
called Latent Semantic Indexing (LSI) [21]. 

 
Principal Component Analysis (PCA) 
This method is also called Karhunen-Loeve or K-L method. PCA can also 
be used as a feature selection and reduction method in which original data 
are projected into much smaller space, resulting in dimensionality 
reduction. Detailed study of PCA can be found in the work of Calvo et. 
al.[22]. PCA is computationally inexpensive, can handle sparse and 
skewed data. Multidimensional data of more than two dimensions can be 
handled by reducing the problem to two dimensions.  
 

3. Method Variations & Combinations: Feature selection for text categorization is well 
known problem. Feature selection techniques are used to improve classifier performance 
and computational efficiency. For this purpose several method variations used by yang 
[23].some of them are: Combination of IG and CHI with their generalized versions, 
Eliminating rare words (DF<=5), Combination of both the average and maximum value 
as the score for IG, CHI etc. 
4. Conclusion: Feature selection methods have successfully applied to text categorization 
for long years. There are various feature selection methods to select good features, 
extracted by feature extraction method. All feature selection methods are not suitable for 
every type of classification task. We can say efficiency of feature selection methods vary 
according to type of data set chosen. To improve efficiency many different combination 
of feature selection methods are also used. Feature selection can improve dramatically 



improve the efficiency of text categorization and even improve the categorization 
accuracy to some extent, so it is an interesting idea to apply feature selection methods to 
text clustering task to improve the clustering performance. 
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