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1. Introduction: DNA computing is a novel technology that seeks to capitalize on the 
enormous informational capacity of DNA, biological molecules that can store huge amounts of 
information and are able to perform operations similar to that of a computer, through the 
deployment of enzymes, biological catalysts that act like software to execute desired operations. 
The appeal of DNA computing lies in the fact that DNA molecules can store far more 
information than any existing conventional computer chip. Also, utilizing DNA for complex 
computation can be much faster than utilizing a conventional computer, for which massive 
parallelism would require large amounts of hardware, not simply more DNA. Scientists have 
found the new material they need to build the next generation of microprocessors. Millions of 
natural supercomputers exist inside living organisms, including your body. DNA 
(deoxyribonucleic acid) molecules, the material our genes are made of, have the potential to 
perform calculations many times faster than the world's most powerful human-built computers. 
DNA might one day be integrated into a computer chip to create a so-called biochip that will 
push computers even faster. DNA molecules have already been harnessed to perform complex 
mathematical problems. While still in their infancy, DNA computers will be capable of storing 
billions of times more data than your personal computer. 
 
The practical possibility of using molecules of DNA as a medium for computation was first 
demonstrated by Adleman in 1994. In 1994, Leonard Adleman took a giant step towards a 
different kind of chemical or artificial biochemical computer. He used fragments of DNA to 
compute the solution to a complex graph theory problem. Adleman's method utilizes sequences 
of DNA's molecular subunits to represent vertices of a network or `"graph". Thus, combinations 
of these sequences formed randomly by the massively parallel action of biochemical reactions in 
test tubes described random paths through the graph. Using the tools of biochemistry, Adleman was 
able to extract the correct answer to the graph theory problem out of the many random paths 
represented by the product DNA strands. Adleman's primary intention was to prove the 
feasibility of bio molecular computation but his work also gave an indication that the emergence 
of this new computational paradigm could provide an advantage over conventional electronic 
computing techniques. Specifically, DNA was shown to have massively parallel processing 
capabilities that might allow a DNA based computer to solve hard computational problems in a 
reasonable amount of time. However, Adleman's brute force search algorithm is not, and was 
never meant to be, a practical means of solving such problems; the volume of material required 
was found to increase exponentially as the complexity of the problem was increased.  
 
The main idea behind DNA computing is to adopt a biological (wet) technique as an efficient 
computing vehicle, where data are represented using strands of DNA. Even though a DNA 
reaction is much slower than the cycle time of a silicon-based computer, the inherently parallel 
processing offered by the DNA process plays an important role.  
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This massive parallelism of DNA processing is of particular interest in solving NP-complete or 
NP-hard problems. It is not uncommon to encounter molecular biological experiments which 
involve 6×1016 /ml of DNA molecules. This means that we can effectively realize 60,000 
TeraBytes of memory, assuming that each string of a DNA molecule expresses one character. 
The total execution speed of a DNA computer can outshine that of a conventional electronic 
computer, even though the execution time of a single DNA molecule reaction is relatively slow. 
A DNA computer is thus suited to problems such as the analysis of genome information, and the 
functional design of molecules (where molecules constitute the input data).  

The concepts of utilizing DNA computing in the field of data encryption and DNA 
authentication methods for thwarting the counterfeiting industry are subjects that have been 
surfacing in the media of late. Researchers have been looking at alternatives to the traditional 
microprocessor design. One of the most interesting and emerging technology is DNA computers. 
The computing power of a teardrop-sized DNA computer, will be more powerful than the 
world’s most powerful supercomputer. 

2. The Double Helical Structure of DNA: In 1951, the then 23-year old biologist James 
Watson traveled from the United States to work with Francis Crick, an English physicist at the 
University of Cambridge. Crick was already using the process of X-ray crystallography to study 
the structure of protein molecules. Together, Watson and Crick used X-ray crystallography data, 
produced by Rosalind Franklin and Maurice Wilkins at King's College in London, to decipher 
DNA's structure.                                                                                                                                                              

1. DNA is made up of subunits which scientists called nucleotides.  
2. Each nucleotide is made up of a sugar, a phosphate and a base.  
3. There are 4 different bases in a DNA molecule:  

adenine (a purine)  
cytosine (a pyrimidine)  
guanine (a purine)  
thymine (a pyrimidine)  

4. The number of purine bases equals the number of 
pyrimidine bases  

5. The number of adenine bases equals the number of 
thymine bases  

6. The number of guanine bases equals the number of 
cytosine bases  

7. The basic structure of the DNA molecule is helical, 
with the bases being stacked on top of each other  

"This (DNA) structure has two helical chains each 
coiled round the same axis...Both chains follow right 
handed helices...the two chains run in opposite 
directions. ..The bases are on the inside of the helix and 
the phosphates on the outside..."  



"The novel feature of the structure is the manner in which the two chains are held together by the 
purine and pyrimidine bases... The (bases) are joined together in pairs, a single base from one 
chain being hydrogen-bonded to a single base from the other chain, so that the two lie side by 
side...One of the pair must be a purine and the other a pyrimidine for bonding to occur. ...Only 
specific pairs of bases can bond together. These pairs are: adenine (purine) with thymine 
(pyrimidine), and guanine (purine) with cytosine (pyrimidine)."  

"In other words, if an adenine forms one member of a pair, on either chain, then on these 
assumptions the other member must be thymine; similarly for guanine and cytosine. The 
sequence of bases on a single chain does not appear to be restricted in any way. However, if 
only specific pairs of bases can be formed, it follows that if the sequence of bases on one chain 
is given, then the sequence on the other chain is automatically determined."  

Comparison of DNA and Conventional Electronic Computers 
DNA-based computers  Microchip-based computers  

Slow at single operations  
Fast at single operations  
(fast CPUs)  

Able to perform billions of ops 
simultaneously  

Can do substantially fewer operations simultaneously  

Huge storage capacity  Smaller capacity  
Require considerable preparations 
before  

Immediate set up  

Chemical deterioration (copy errors)  Vulnerable, easy back up  
 
3. Basic Operations on DNA 

Synthesis: Synthesis is a process of designing and restructuring information in DNA 
sequence form. In DNA computing, designing and synthesizing information in the DNA 
sequence form is an important process where wrong design might leads to wrong result. 

 
Ligation and hybridization: DNA ligation is a process of joining two single linear DNA 
fragments together. More specifically, DNA ligation involves creating a phosphodiester 
bond between 3 -hydroxyl of one nucleotide and the 5 -phosphate of another. Meanwhile 
hybridization is a process of combining complementary single-stranded nucleic acids into 
a single molecule. Nucleotides will bind to their complement under normal conditions, so 
two perfectly complementary strands will bind to each other at the end of the process. 

 

  

Fig. 1. Droppers for hybridizing 



Polymerase chain reaction (PCR): PCR is a process that quickly amplifies the amount of 
specific molecules of DNA in a given solution using primer extension by a polymerase. 
DNA polymerases execute several functions including the repair and duplication of 
DNA. Each cycle of the reaction doubles the quantity of the molecules, giving an 
exponential growth in the number of operations. 

 
Gel Electrophoresis: Gel electrophoresis is an important technique for sorting DNA 
strands by their size. Electrophoresis enables charged molecules to move in an electric 
field, as illustrated in Figure 2. Basically, DNA molecules carry negative charge. Thus, 
when we place them in an electrical field, they tend to migrate towards a positive pole. 
Since DNA molecules have the same charge per unit length, they all migrate with the 
same force in an electrophoresis process. Smaller molecules therefore migrate faster 
through the gel, and can be sorted according to size (usually agarose gel is used as the 
medium here). At the end of this process the resultant DNA is photographed, as indicated 
in Figure 3. 

 

  
Fig. 2. Electrophoresis 

 

 

Fig. 3. Camera 
 



 

4. Adleman's Experiments: The field of DNA computing is generally considered to have 
begun with Leonard Adleman's 1994 experiment involving the Hamiltonian Path (HP) problem. 
Simply stated, the HP problem is to determine whether or not a graph, with fixed starting and 
ending vertices, has some sequence of steps by which every vertex in the graph is visited exactly 
once. Formally, an instance of HP takes the form (V, E, s, d), where V and E are the sets of 
vertices and edges that define the graph's topology and s and d are the start and destination 
vertices. Adleman found a DNA algorithm by which one could determine, in linear time, 
whether or not such an instance belonged to HP (membership meaning that there is some path 
satisfying the criteria above). The choice of this problem is rather important in light of the fact 
that HP is known to be NP-complete, which is to say that any problem whose solution can be 
verified in polynomial time may be reduced to HP by some polynomial time algorithm. This is a 
truly remarkable result, as it shows that all problems in NP can be solved, by reduction, in 
polynomial time (due mostly to the reduction) by a DNA-based computer. 

Adleman's algorithm for solving HP looks remarkable simple, and can be performed in linear 
time by the following steps: 

1. Generate random paths through the graph  
2. Remove those paths that begin with vertices other than s and those that end with vertices 

other than d.  
3. Remove those paths that visit a number of vertices unequal to the size of the set V.  
4. Remove those paths that visit some vertex more than once. (Note: this is the step that 

makes the overall algorithm execute in linear time. This step is a loop, executed once for 
each vertex, whose body goes about removing paths that contain that vertex more than 
once.)  

5. If there are any paths left, answer "yes," otherwise "no." 

We will now discuss in detail how this particular step is performed by a DNA computer. 
 
In order to generate DNA sequences that represent all paths through the graph, one must first 
decide upon a DNA-based representation for the vertices and edges that comprise it. The design 
of the edges will follow the design of the vertices, so we choose to designate unique DNA 
strands for each vertex. The actual length of these strands depends, of course, on the size of the 
set V, and is chosen such that no two strands will have long common sub-strings. Given some 
DNA strand, its complement is found by replacing all occurrence of A’s with T’s and vice versa, 
as well as replacing all instances of C’s with G’s and vice versa. Finally, each edge a->b will be 
represented by a strand (of the same length as the strands representing the vertices) whose first 
half will be the complement of the second half of the strand representing a and whose second 
half will be the complement of the first half of the strand representing b. With this representation 
in mind, we create test tubes that have many multiples of the strands representing each edge and 
each vertex. Once these tubes are mixed together, legal paths through the graph are generated by 
the mutual attraction of strings and their complements by hydrogen bonding. For example, take 
the graph shown in figure below. 



 
 

Since this example has six vertices and the DNA alphabet only contains the letters A, T, C, and 
G, it is necessary to have each vertex represented by at least two characters. We expand this to 
eight characters in order to avoid the problem of long common sub-strings, and denote each 
vertex by a DNA strand as listed in table 1. The edges, furthermore, are represented as in table 1. 
Notice that the structure of the strands representing each edge follows from the strands 
representing the vertices as described above. 

Table 1 - Representation of Vertices and Edges from Figure above 

Vertex DNA Strand Edge DNA Strand 

A ATCGAGCT A -> B TCGAACCT 

B TGGACTAC B -> C GATGCTCT 

C GAGACCAG C -> D GGTCGCTA 

D CGATGCAT D -> F CGTACGAT 

E AGCTAGCT F -> E CTGATCGA 

F GCTAGACT E -> F TCGACGAT 

    E -> A TCGATAGC 

    E -> B TCGAACCT 

    B -> F GATGCGAT 



We can now see that, given this representation, strands representing vertex A in a test tube will 
tend to pair with strands representing edges of the form A -> x. Because of this tendency to pair, 
one can construct all paths through the graph by simply producing large quantities of each of the 
strands listed in table 1 and mixing them together. Other environmental conditions must be met 
so that the pairing process takes place as intended, but those details will be left for later 
discussions. Once all of the legal paths are constructed, finding a solution (if one exists) to the 
instance of HP is equivalent to finding a double-stranded DNA sequence that contains exactly 
one copy of the strands representing each vertex. This search is exactly what is done in steps 2 
through 5, and can be performed using methods from molecular biology. Moreover, each of 
these steps (including the synthesis of the paths) could be performed in linear time and thus the 
entire algorithm can be executed in linear time.  

Example: Consider a map of four cities connected by certain non-stop flights (in the figure). For 
the example shown here, it is possible to travel directly from Mumbai to Delhi but not vice versa. 
The goal is to determine whether a path exists that commence at the start city (Kanpur), finish at 
the end city (Delhi) and pass through each of the remaining cities exactly once. 

 

 
 
In DNA computation, Adleman thought of as each city is assigned a DNA sequence 
(ATCGTCGA for Kanpur) that can be thought of as a first name (ATCG) followed by a last 
name (TCGA) of the city. DNA flight numbers can then be defined by concatenating the last 
name of the city of origin with the first name of the destination. In this way we can assign DNA 
sequences for all cities and flight numbers as 
follows. 
 
 
 

 
 



 
We know that each strand of DNA has its Watson-Crick compliment. Thus each city has its 
complimentary DNA name. Kanpur complimentary name becomes, for instance TAGCAGCT. 
After working out these encodings, Adleman had the complimentary DNA city names and the 
DNA flight numbers synthesized. The following algorithm will give the Hamiltonian path for a 
given graph, if it exists in the graph. Given a directed graph with n vertices, Algorithm: 
 
Step1: Generate a set of random paths through the graph. 
 
Step2: For each path in the set: 
 
a) Check whether that path starts at the start vertex and ends with the end vertex. If not remove 
the path from the set. 
 
b) Check whether that path passes through exactly n vertices. If not, remove that path from the 
set. 
c) For each vertex, check whether that path passes through that vertex. If not, remove that path 
from the set. 
 
Step3: If the set is non empty, then report that there is a Hamiltonian path. If the set is empty, 
report that there is no Hamiltonian path. This is not a perfect algorithm; nevertheless, if the 
generation of paths is random enough and the resulting set large enough, then there is a high 
probability that it will give the correct answer. It is this algorithm that Adleman implemented in 
the first DNA computation. 
 
In the end we can say that, 

• Algorithm used by Adleman for the traveling salesman problem was simple. As 
technology becomes more refined, more efficient algorithms may be discovered. 

• DNA computing has a lot of potential Massive parallelism, dense storage  
• Can solve NP-complete problems quickly Really, any problem requiring brute-force 

search of all solutions 
• Suited for specific problems 
• Getting output takes time  

 
5. Conclusion: DNA computers have tremendous potential to compete with electronic 
computers, which boasts of superior speeds in computation. A new face in the field of 
computation is introduced and the possibility of using DNA as a computational tool is high-
lightened and described that even a molecular biology laboratory can be made to perform 
computational operations just like the dry lab or the computer lab, broadening the horizon of 
computational sciences. Scientists and mathematicians around the world are now looking at the 
application of DNA computers to a whole range of “intractable” computing problems. 
DNA computing can be viewed as a manifestation of an emerging new area of science made 
possible by our rapidly developing ability to control the molecular world. 
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