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Abstract 

Cost assessment is most important part when new civ il developm ent is start. If 
cost assessment is not correct then project may not  complete within a budget. So 
many times budget is over and development is stoppe d. To solve this problem we 
are using the concept of neural network and genetic  algorithm, and designing a 
model by which we can assess the cost of any civil project very efficiently. In this 
paper we are using Back propagation M ethod of Neura l Network and Genetic 
Algorithm. Back propagation method will give som e s olution of problem and our 
genetic algorithm will give the optimize solution. During the process of 
developm ent cost assessment, back propagation neura l network has a very 
powerful application. Genetic algorithm optimizing back propagation has been 
proposed to aim  at handling locality m inimum and lo w convergence speed. The 
method based on analyzing the basic fundam ental sta tes that how to use genetic 
algorithm to improve the ability of back propagatio n. After optimizing, the 
Genetic Algorithm Back Propagation model has been b uilt up. So many project 
cases and som e testing samples are put into the mod el to observe generalize 
ability. The result of G enetic Algorithm Back Propa gation model can get lower 
forecast error and iterations. For these reason, Ge netic Algorithm  Back 
Propagation model is appropriate for construction c ost assessment. 

 
1. Introduction : Cost assessm ents are essential to all project-relat ed engineering and 
greatly influence construction m anagem ent. Such ass essm ents allow owners and planners 
to evaluate project feasibility and control costs e ffectively in detailed project design 
work. Cost overruns are a m ajor problem , especially  w ith today's em phasis on tight 
budgets. Overruns m ay lead to cancellation of a pro ject. In som e cases, a potential 
overrun m ay result in m odifying a project to a desi gn-to-cost task. Our goal was to 
develop a m odel that shows the relationship between  the estim ated cost of a project and 
the am ount that should be spent on doing an assessm ent. W e hope that such a m odel m ay 
help prevent or at least reduce overruns due to ina ccurate cost assessm ents. Cost 
assessm ent m odels have been developed using statist ical m ethods. Regression analysis 
represents a traditional alternative, an inherent d isadvantage of which is its requirem ent 
of a defined m athem atical form  for cost functions. M any previous researches have proved 
that the neural network cost assessm ent m odel is su perior to the traditional regression 
estim ation m odel. The purpose of this study was  
to apply genetic algorithm s to handle generalize ab ility problem  for im proving the  
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accuracy of cost assessm ent and the perform ance and  validity of optim izing both the 
neural network size and its param eters using Geneti c A lgorithm s.  

G enetic Algorithm  : Genetic A lgorithm  (GA) is an artificial intelligenc e procedure. It is 
based on the theory of natural selection and evolut ion. Genetic algorithm s provide 
com puters w ith a m ethod of problem -solving which is  based upon im plem entations of 
evolutionary processes. The com puter program  begins  w ith a set of variables which 
internally resem ble the chrom osom es which store the  genetic inform ation in hum ans. 
Each genom e of these digital chrom osom es represents  a trait of whatever the data 
structure is supposed to represent; this inform atio n can be stored either in bitfield form , in 
which each genom e is classified as being on or off (0 or 1, respectively). A lternatively, 
they can be stored in a character string in which e ach character represents an integer 
value which describes the m agnitude of a trait. The  com puter program  first creates these 
digital chrom osom es through stochastic (random ) m ea ns, and then tests their "fitness". 
This can be done through one of two m ethods:  

Fitness-proportionate selection:  This is a kind of genetic selection in which the 
com puter would use a m odel or procedure to test the  fitness of the chrom osom e and 
assign som e kind of num eric value for its fitness i n com parison to other chrom osom es.  

Tournam ent selection:  This form  of selection involves "pitting" the chro m osom es 
against each other in som e kind of m odeled environm ent. Those which survive the 
com petition are deem ed to be the fittest.   

The com puter program  then takes the fittest chrom os om es and creates another generation 
through the use of som e kind of genetic operator. T hat is, the new generation of 
chrom osom es can be created in either (or both) of t wo ways: 
 
G enetic recom bination:  This is analogous to sexual reproduction; new offs pring are 
created from  the fittest chrom osom es of the previou s generation.  
 
M utation.  This is analogous to the sim ulation of genetic m ut ation, in which the offspring 
are identical to their parents but have random , sto chastic changes in their structure (and 
thus their traits are som ewhat m odified).  
 
These two genetic operators can be used in differen t com binations, all of them  producing 
different results. Using both would im ply first gen etically recom bining the chrom osom es 
and then m utating them  and would m ost closely appro xim ate the natural reproduction 
pattern of hum ans. 

Uses of G enetic Algorithm s : Genetic algorithm s begin w ith a stochastic process and 
arrive at an optim ized solution. Because of this, i t w ill probably take m uch longer to 
arrive at a problem 's solution through the use of a  genetic algorithm  than if a solution is 
found through analytical m eans and hardwired into t he code of the com puter program  
itself. For this reason, genetic algorithm s are bes t suited for those tasks which cannot be 
solved through analytical m eans or problem s where e fficient ways of solving them  have 
not been found.  



BackPropogation N eural Netw ork : Backpropagation is a com m on m ethod of 
training artificial neural networks so as to m inim i ze the objective function. It is sim ilar to 
m ultilayer structure. It is a m ultilayer feed-forwa rd neural network. backpropagation 
calculates the gradient of the error of the network  regarding the network's m odifiable 
weights. This gradient is alm ost always used in a s im ple stochastic gradient 
descent algorithm  to find weights that m inim ize the  error. Often the term  
"backpropagation" is used in a m ore general sense, to refer to the entire procedure 
encom passing both the calculation of the gradient a nd its use in stochastic gradient 
descent. Backpropagation usually allows quick conve rgence on satisfactory local 
m inim a for error in the kind of networks to which i t is suited. The backpropagation 
algorithm  for calculating a gradient has been redis covered a num ber of tim es, and is a 
special case of a m ore general technique called aut om atic differentiation in the reverse 
accum ulation m ode.  

Engineering approach 

An artificial neuron is a device w ith m any inputs a nd one output. The neuron has two 
m odes of operation; the training m ode and the using  m ode. In the training m ode, the 
neuron can be trained to fire (or not), for particu lar input patterns. In the using m ode, 
when a taught input pattern is detected at the inpu t, its associated output becom es the 
current output. If the input pattern does not belon g in the taught list of input patterns, the 
firing rule is used to determ ine whether to fire or  not. 

 

 

 

 

 

 

 

 

A  sim ple neuron 

 

Back Propagation A lgorithm  : Back Propagation algorithm  has been proposed by 
Rum elart, it is a controled learning algorithm . Bac k Propagation neural network has a 
great application because of the sim ple structure, m ultiple adjustable param eters, m any 
kinds of training algorithm  and well m anipulation. According to statistics, 80% -90%  
neural networks adopt Back Propagation network or t he transform ation of Back 
Propagation. Back Propagation network is the hard-c ore of the feed-forward network. It 
reflects the perfect content of neural network. Bac k Propagation algorithm  has been m ade 
up of two sections: forward-propagation of inform at ion and counter-propagation of error. 
During the process of forward-propagation, the inpu t inform ation transm its into output 
layer through input layer and hidden layer. Neural in every layer can affect the neural 
condition in the next layer. If the expected output  result cannot get in the output layer, the 
error alteration should be worked out. Then the pro cess m ust add counter-propagation. 



Error signal counter transform  into the neural in e very layer along the prim ary connection 
in order to get the expected goal.  

The m ain ideology of Back Propagation can be conclu ded as follows: 

Input the sam ples, forward-propagate the inform atio n, adjust the weight and error 
through  counter-propagation. It m akes the input da ta approach the expected data as soon 
as possible. The training can be over when the erro r sum -of squares is lower can the 
specified error in the output layer. In the end, th e weight and error should be saved. 

Concrete steps can be stated as follows: 
 
(1) Initialization. W eight [w ] [v]and threshold val ue [ θ ] [r] can be given in a random  
way. 
(2) forward-propagation of inform ation. The output data in every layer neural should be 
com puted by input and output specified m odel. 

 

 

 

 

 

 

 

As on the above, bj is the actually output result of the j th  neural in the hidden layer, ct is 
the actually output  result of neural t in the outp ut layer, wij  is the connecting weight from  
input layer to the hidden layer, vjk  is the connecting weight from  the hidden layer to t he 
output layer. 

(3) Counter-propagation of error. The error counter -propagation in the process of Back 
Propagation network learning is realized by the fol low ing equation. 

 

 

 

 
Am ong the expression, yk is the expected output dat a of the network.  
 

G enetic algorithm  : Genetic algorithm s were first proposed by Holland ( 1975). Genetic 
algorithm s are theoretically and em pirically proven  to provide a robust search in com plex 
spaces, thereby offering a valid approach to proble m s requiring efficient and effective 
searches. W hen Genetic algorithm s have been used to  solve the problem s, the m odel 
structure and param eters should be encoded generall y by character strings. Solving a 
particular optim ization task using Genetic algorith m s requires the designer to address the 
five follow ing issues.  

(1) A  genetic representation of candidate solutions , 



(2) A  way to create an initial population of soluti ons, 
(3) An evaluation function which describes the qual ity of each individual, 
(4) Genetic operators that generate new variants du ring reproduction, and 
(5) Values for the param eters of the Genetic A lgori thm , such as population size, num ber 
of generations and probabilities of applying geneti c operators. 

G enetic algorithm  and Back Propagation in construct ion cost estim ate: This study 
investigates the use of genetic algorithm  in the de sign and im plem entation of neural 
network controller. According to building operation s technology 7 features were chosen 
as classified standards in construction such as bas e type, architecture form , num ber of 
plies, door and w indow, siding ornam ental, wall, an d plane assem ble. The quantify 
description can be stated as follows. m  kinds and b uilding project sam ples have been got. 
Each sam ple has 7 features. So a network input m ode l can be fixed as follows. 
Pk=(P1k,P2k,… ,Pnk) k=1,2,… ,m , n=7 

It can be seen that m  kinds of vectors of building project sam ples have been built up. 
There are 7 features in every sam ple. And then quan tify description of any constructional 

engineering can be                      project. t ij  ( j = 1,2, ⋯,7) indicates quantify values of j th  
feature in project i. Taking a project for exam ple,  if the project has 7 features such as 
brick foundation, 5 floors, tim ber door and alum inu m  alloy w indow, siding rock dash, 
standard brick, three cham bers and one hall. So the  quantify description can be expressed 
in T i = (1, 1, 2, 3, 2, 2, 3). W e can choose 20 prem ises  from  a constructional operations 
com pany. 7 features can be considered as sam ples. O n the basis of the above m ethod, 
training sam ples can be stated as table. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The data of table 1 can be loaded, and then we can use Back Propagation algorithm  and 
Genetic A lgorithm -Back Propagation algorithm  to lea rn the neural network w ith the 



purpose of predicting test values. There still have  other exam ples of construction cost 
estim ate in. we can im plem ent it by M ATLAB.  
 
In our m odel we set the hidden layer num ber is 10 w ith special m ethod, deliver neuron 
function is tansig in the hidden layer, and the out put layer’s deliver neuron function is 
purelin. Back Propagation network taining function has been set at trainlm . W e plan to 
train 1000 tim es, and the learning rate is 0.1. The  goal value is 0.002.Then we can build 
up our Back Propagation network. The concrete code can be written as the follow ing: 
 
net=newff(m inm ax(input_train),[10,1],{'tansig','pur elin'},'trainlm '); 
 
The input_test value that we want to predict should  be put into the network which has 
been build up. Input_test 
has two vectors, [2 1 1 3 2 2 2.5] and [5 4 7 3 4 3  4.1].  
 
The concrete code can be written as the follow ing: 
an=sim (net,input_test); 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Purelin error alteration 

 

Errors are 0.1075, and 0.1261. If delivering neuron  function of output layer is logsig and training 
function is traingdx, while the other param eters ar e not changed. 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Logsig error alteration  

Genetic algorithm  applied in neural network on the one hand is used for optim izing the 
structure of ANN, on the other hand is to lean the weight of ANN. i.e., genetic algorithm  
has taken over traditional algorithm s. The concrete  steps can be written as the follow ing: 
 
(1) Coding. The first problem  we should solve is th at decision variables m ust be changed 
into string structure data, because actually decisi on variables cannot be handled in genetic 
algorithm . 
w1(i,k)=x(inputnum (i-1)+k); 
w2(i,k)=x(hiddennum (i-1)+k+inputnum hiddennum ); 
B1(i,1)=x((inputnum hiddennum +hiddennum outputnum )+i) ; 
B2(i,1)=x((inputnum hiddennum +hiddennum outputnum +hid dennum )+i); 
 
(2) Initialize the population. W e set the num ber of  population is 80. 
 
(3)Com pute fitness of individual in present populat ion. The goal value can be stated as 
follows. 

 

 

 

(4) Selection. In the first step, the selection m ec hanism  com putes a selection probability 
according to which the sam pling algorithm  generates  an interm ediate population of 
parents in order to generate new variants by recom b ination and m utation. The m ain 
m ethod is put the current population onto a roulett e wheel, such that the slot size of each 
chrom osom e corresponds to its selection probability . The interm ediate population is 



generated  from  identical copies of chrom osom es sam pled by spinning the roulette wheel 
N tim es. Here we use genetic tool box. 

(5)Recom bination. Instead of every parent chrom osom e, only a fraction of parent 
population selected at random  according to the cros sover probability Pc is subjected to 
recom bination. Genetic tool box has the concrete co de. 

(6) M utation. In Genetic A lgorithm s, m utation plays  the role of a background operator 
which arbitrarily inverts one or m ore bits of a par ent chrom osom e to increase the 
structural variability of the population. M utation provides a m eans to restore lost or 
unexplored genetic m aterial and prevent the Genetic  A lgorithm  from  prem ature 
convergence to sub-optim al solutions. In this sense , m utation perform s an exploration of 
the search space. The realization process can be se en as follow picture. 

Due to the steps that we have stated on the above, we can get the result by the param eters 
which we have chosen from  the above. It is easily t o sink into local m inim al value while 
use the Back Propagation only, even if the param ete rs are totally different. However, the 
com bination of Genetic A lgorithm  and Back Propagati on can handle this problem  which 
can be seen as figure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Logsig error alteration by G enetic Algorithm  optim i zation 

It can be seen from  figure 3 that genetic algorithm  can speed up convergence and handle 
local m inim um  problem . The errors are 0.0069, and 0 .0263. A t this m om ent, com paring 
w ith BACK PROPAGATION, the error is lower and the g eneralize ability is better. 
Therefore, Genetic A lgorithm -Back Propagation m odel  is fit for Construction Cost 
Estim ate. Even though the param eters of first figur e have been used for com paring, we 
can see that like figure. 

 

 



 

 

 

 

 

 

 

 

 

 

Purelin error alteration by G enetic Algorithm  

Error curve in Back Propagation network descends qu ickly, while error curve in Genetic 
A lgorithm -Back Propagation network descends gently.  But after finding the optim um , the 
error curve in Genetic A lgorithm -Back Propagation d escends rapidly, and the error is 
lower than Back Propagation network. The errors are  0.0492, and 0.1264.Genetic 
algorithm  optim izing figure is as figure 

  

 

 

 

 

 

 

 

 

 

 

G enetic algorithm  optim izing 

Blue line stands for optim um  path, and red line sta nds for m ean value path of each 
generation. It states that each generation constant ly realizes the value that survival of the 
fittest, consequently the effect of optim al would b e obtained. 

 

Conclusions: An optim ization m ethod for construction cost estim a te is presented. The 
m ethod is called Genetic A lgorithm -Back Propagation . Genetic A lgorithm -Back 
Propagation m odel adopts the algorithm  that chooses  the optim ized dot from  m ultiply dot 
in solution space sim ultaneously. Then a m odified B ack Propagation algorithm  is used to 
search the result. This m ethod not only can avoid l ocal m inim um  and bad generalize 
ability problem , but also can overcom e the weakness  of long training tim e when Genetic 



Algorithm  find the optim um  in a random  way. It is a n effective and efficient m ethod. The 
sim ulate result states that, the m odified m odel has  a great im prove in generalize ability, 
and it can give a reasonable response when the new input data is com ing. Therefore 
Genetic A lgorithm -Back Propagation m odel has got a higher reliability, and it can be 
used in construction cost estim ate. However, this m ethod still has shortcom ing. It runs a 
long tim e, and the error has not attained a satisfi ed degree. How to realize speediness and 
efficientness cost estim ate is a problem  that we ne ed to investigate.  
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