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Abstract 

 
Optical character recognition is the mechanical or electronic translation of 
images of handwritten, typewritten or printed text   into machine-editable text. In  
this  paper,  a  simplified  neural  approach  to  recognition  of  optical  or  visual  
characters  is  portrayed  and  discussed. 
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1. Introduction  : OCR is the acronym  for Optical Character Recogni tion. This 
technology allows a m achine to autom atically recogn ize characters through an optical 
m echanism . Optical Character Recognition that would  use an A rtificial Neural Network 
as the backend to solve the classification problem .  Optical character recognition is the 
m echanical or electronic translation of im ages of h andwritten, typewritten or printed text 
(usually captured by a scanner) into m achine-editab le text. One of the m ost classical 
applications of the Artificial Neural Network is th e Character Recognition System . This 
system  is the base for m any different types of appl ications in various fields, m any of 
which we use in our daily lives. Cost effective and  less tim e consum ing, businesses, post 
offices, banks, security system s, and even the fiel d of robotics em ploy this system  as the 
base of their operations. W e are processing a check , perform ing an eye/face scan at the 
airport entrance, or teaching a robot to pick up an d object, em ploying the system  of 
Character Recognition. 
 
2. O CR W orking : A typical OCR system  consists of several com ponents .  The first step 
in the process is to digitize the analog docum ent u sing an optical scanner. W hen the 
regions containing text are located, each sym bol is  extracted through a segm entation 
process. The extracted sym bols m ay then be preproce ssed, elim inating noise, to facilitate 
the extraction of features in the next step. 
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Figure: Com ponents of an OCR-system  
 
 
The identity of each sym bol is found by com paring t he extracted features w ith 
descriptions of the sym bol classes obtained through  a previous learning phase. Finally 
contextual inform ation is used to reconstruct the w ords and num bers of the original text. 
In the next sections these steps and som e of the m e thods involved are described in m ore 
detail. 
 
3. O cr M ethods  : There are five types of OCR m ethods:-  
 
1. O ptical C haracter Recognition (O CR):-  OCR engines turn im ages of m achine-
printed characters into m achine-readable characters . Im ages of m achine-printed 
characters are extracted from  a bitm ap. Form s can b e scanned through an im aging 
scanner, faxed, or com puter generated to produce th e bitm ap. OCR is less accurate than 
optical m ark recognition but m ore accurate than int elligent character recognition. 
 
2. Intelligent Character Recognition (ICR ):-  ICR reads im ages of hand-printed 
characters (not cursive) and converts them  into m ac hine readable characters. Im ages of 
hand-printed characters are extracted from  a bitm ap  of the scanned im age. ICR 
recognition of num eric characters is m uch m ore accu rate than the recognition of letters. 
ICR is less accurate than OM R and requires som e edi ting and verification. However, 
proven form  design m ethods outlined later in this p aper can m inim ize ICR errors. 
 
3. O ptical M ark Recognition (O M R):-  OM R technology detects the existence of a 
m ark, not its shape. OM R form s usually contain sm al l ovals, referred to as ‘bubbles,’ or 
check boxes that the respondent fills in. OM R canno t recognize alphabetic or num eric 
characters. OM R is the fastest and m ost accurate of  the data collection technologies. It is 
also relatively user-friendly. The accuracy of OM R is a result of precise m easurem ent of 
the darkness of a m ark, and the sophisticated m ark discrim ination algorithm s for 
determ ining whether what is detected is an erasure or a m ark. 
 
4. M agnetic Ink C haracter R ecognition:-  M ICR is a specialized character recognition 
technology adopted by the U.S. banking industry to facilitate check processing. A lm ost 



all U .S. and U.K. checks include M ICR characters at  the bottom  of the paper in a font 
known as E-13B. M any m odern recognition engines can  recognize E-13B fonts that are 
not printed w ith m agnetic ink. However, since backg round designs can interfere w ith 
optical recognition, the banking industry uses m agn etic ink on checks to ensure accuracy. 
 

 
 

Figure:  M agnetic Ink C haracter Recognition  
 

5. Barcode R ecognition:-  A  barcode is a m achine-readable representation of 
inform ation. Barcodes can be read by optical scanne rs called barcode readers or scanned 
from  an im age using software. A  2D barcode is sim il ar to a linear, one-dim ensional 
barcode, but has m ore data representation capabilit y. 
 

 
     

Figure:  Barcode R ecognition  
 
4. Artificial Neural N etw ork : An artificial neural netw ork (AN N) , usually called 
“neural network” (NN), is a m athem atical m odel or c om putational m odel that tries to 
sim ulate the structure. It consists of an interconn ected group of artificial neurons and 
processes inform ation using a connectionist approac h to com putation. In m ost cases an 
ANN is an adaptive system  that changes its structur e based on external or internal 
inform ation that flows through the network during t he learning phase.  
 

 
 

Figure - A rtificial neural netw ork 
In neural network design, the engineer or designer chooses the network topology, the 
trigger function or perform ance function, learning rule and the criteria for stopping the 



training phase. So, it is pretty difficult determ in ing the size and param eters of the network 
as there is no rule or form ula to do it. The best w e can do for having success w ith our 
design is playing w ith it. The problem  with this m e thod is when the system  does not work 
properly it is hard to refine the solution. Despite  this issue, neural networks based 
solution is very efficient in term s of developm ent,  tim e and resources. A rtificial neural 
networks provide real solutions that are difficult to m atch w ith other technologies.  

 

Figure - A  typical artificial neural netw ork  

5. Back propagation Algorithm  : The algorithm  behind back propagation networks was 
discovered independently by several research groups  at about the sam e tim e in 1985-86. 
A  back propagation network usually consists of thre e layers of neurons: the input layer, 
the hidden layer, and the output layer. 
 
The algorithm  works like this:- 
 
1. First apply the inputs to the network and work o ut the output – rem em ber this initial 
output could be anything, as the initial weights w e re random  num bers. 
 
2. Next work out the error for neuron B. The error is what you want – W hat we actually  
get , in other words: 

 
 ErrorB = OutputB (1-OutputB)(TargetB – OutputB) 
The “Output (1-Output)” term  is necessary in the eq uation because of the Sigm oid 
Function – if we were only using a threshold neuron  it would just be (Target – Output). 
 
3. Change the weight. Let W +AB be the new (trained)  weight and W A B be the initial 
weight 
 
 

 
              W +AB = W AB + (ErrorB x Output A) 
 
Notice that it is the output of the connecting neur on (neuron A) we use (not B). W e 
update all the weights in the output layer in this way. 



 
4. Calculate the Errors for the hidden layer neuron s. Unlike the output layer we can’t 
calculate these directly (because we don’t have a T arget), so we Back Propagate  them  
from  the output layer (hence the nam e of the algori thm ). This is done by taking the Errors 
from  the output neurons and running them  back throu gh the weights to get the hidden 
layer errors. For exam ple if neuron A is connected as shown to B and C then we take the 
errors from  B and C to generate an error for A . 
 
ErrorA  = Output A  (1 - Output A )(ErrorB W AB + Error C W AC) 
 
Again, the factor “ Output (1 - Output) ” is present because of the sigm oid squashing 
function. 
 
5. Having obtained the Error for the hidden layer n eurons now proceed as in stage 3 to 
change the hidden layer weights. By repeating this m ethod we can train a network of any 
num ber of layers. 
 
6. Conclusion : At the current stage of developm ent, the software d oes perform  well 
either in term s of speed or accuracy but not better . It is unlikely to replace existing OCR 
m ethods, especially for English text. Artificial neural networks are com m only used to 
perform  character recognition due to their high noi se tolerance. The system s have the 
ability to yield excellent results.  The feature extraction step of optical character 
recognition is the m ost im portant. A  poorly chosen set of features w ill yield poor 
classification rates by any neural network. Feature s m ust be chosen such that they are 
loss-less or still accurately represent the charact er. A  sim plistic approach for recognition 
of Optical characters using artificial neural netwo rks has been described. Despite the 
com putational com plexity involved, artificial neura l networks offer several advantages in 
back-propagation network and classification in the sense of em ulating adaptive hum an 
intelligence to a sm all extent.   
 
This requires som e effort, but clearly m ore trainin g data w ill lead to a m ore robust and 
accurate ANN. Som e other fairly trivial features ar e still m issing. For exam ple, characters 
like the apostrophe (') and com m a (,) look very sim ilar and can be distinguished only be 
vertical location.  
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