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Abstract 
 

Scalable data mining algorithms have become crucial  to efficiently support 
KDD processes on large datasets.  The k-mode is one  of the partitioning 
algorithms used for the purpose of clustering. W e s how that basic k-mode 
algorithm is very much time consuming for large dat aset. Instead we present the 
advanced algorithm  which perform s m uch better than known algorithm . In 
addition to presenting detailed experimental result s for advanced k-mode 
algorithm, we also conduct an experimental study wi th real life data sets to 
demonstrate the effectiveness of our technique. W e address the task of scaling up 
k-modes  based algorithm through the utilization of memoization te chnique. 
Experimental results based on sever al  datasets,  including synthetic and real 
data, show that the proposed algorithm may reduce t he number of distance 
calculations by a factor of more than a thousand ti mes when compared to existing 
algorithms while producing clusters of comparable q uality. 

 
K eyw ords-  Clustering, Categorical Dataset, K-m ode, M em oizatio n 

 
1. Introduction  : Data m ining is a process of extracting or m ining  knowledge from  large 
dataset. M any people treat data m ining as a synonym  for another popularly used term  
knowledge discovery in databases (KDD). In the know ledge discovery process, we 
recognize the pattern and assign that pattern to a particular class. Thus, it is im portant 
how a data m ining system  search patterns and assign  it to a class. For the sam e activity, 
on the basis of their working, different techniques  are available like characterization and 
prediction, cluster analysis and outlier analysis, association m ining etc. 
 
1.1 Clustering: In cluster analysis, we categorize our data into di fferent group on the 
basis of their sim ilarity or according to som e defi ned criteria such that objects w ithin a 
cluster have high sim ilarity in com parison to one a nother, but they are very dissim ilar to 
objects in other clusters. Cluster analysis is a ge neral activity, and a m ethod of 
classification which we have been using, in our day -to-day life frequently from  the child 
age. It w idely used in num ber of applications like data analysis, pattern recognition, 
im age processing and m arket research. By clustering , we have tried to  
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find out density of data and relationship am ong dat a attributes. Cluster analysis is used in 
biology to derive plant and anim al taxonom ies, gene s categorization and sim ilar 
functionality. Cluster analysis tools are based on K-m eans, K-m odes and several other 
m ethods built and integrated into m any statistical analysis software packages or system  
such as S-Plus, SPSS and SAS. 
 
1.2 Types of C lustering M ethods: Partitioning m ethods: These m ethods constructs K-
partition from  a data set of n-records i.e. it clas sify the data into k groups where (K< < n). 
Deng et al. proposed a partition based m ethods for cluster analysis [4]. 
 
H ierarchical m ethods: A  hierarchical m ethod creates  a hierarchical decom position of 
given data set. This m ethod is further classified b ased on how decom position is 
perform ed viz. (a) Top down (b) Bottom  up. Nevin ha ve proposed a hierarchical latent 
class m odels as a fram ework where the local depende nce problem  can be addressed in a 
principled m anner. 
 
Density-based m ethods: The general concept of this m ethod is that, it continuously grows 
the size of given cluster as long as the density in  the neighborhood exceeds som e lim it 
point.   
 
Grid-based m ethods: These m ethods quantize the obje ct space into a finite num ber of 
cells that form  a grid structure. M ain advantage of  this m ethod is its fast processing tim e. 
 
One of the popular algorithm s for cluster analysis is K-m ean based on partitioning 
m ethod, which creates the cluster of records on the  basis of the m ean value and difference 
of record w ith the m ean value. M ain drawback of K-m ean algorithm  is it works for only 
num erical data. M any of the previous algorithm s hav e focused on num erical data because 
its inherent properties can be exploited to natural ly define distance function between two 
points but, distance functions for categorical data sets are not naturally defined. 
 
Data m ining deals w ith very large dataset and datas et contain m any categorical attributes. 
So algorithm  designed for clustering m ust be scalab le and work for the nonnum eric data 
as well. To overcom e with the problem  of categorica l data in the K-m ean algorithm , we 
have used K-m ode  [2] algorithm , which works on categorical data and is scalable as, we 
have extended Basic K-m ode algorithm  to advanced K- m ode algorithm  using m em oized 
environm ent.  
 
1.3 Need of M em oization for Clustering : For speedup the data m ining process two 
possible ways are available: data oriented approach , m em oization approach. In first 
speedup can be achieved by rem oving noise from  the data available whereas in second 
we can achieve speedup by designing efficient and s calable m em oized algorithm s for 
efficient data m ining.  
 
As m entioned earlier in this project we have tried to scale the basic k-m ode algorithm  
using the technique of m em oization. In basic versio n, when a new point is added to the 
cluster the change in cluster m ode is calculated wh ich is very cum bersom e. Sim ilarity-



extent of each point of cluster is calculated to ea ch point in the cluster, which abruptly 
increases the com plexity. Thus if n is the order of  cluster then it com plexity count is of 
order O (n*n).  
 
Proposed Enhancem ent  : If we m em oize the sim ilarity extent of each poin t w ith respect 
to the cluster, we can certainly reduce the effort,  as only newly added point has to check 
to all the data point and subsequent changes can be  reflected in the respective data point. 

 
Sim ilarity extent of each point is stored w ith the data point w ith respect to the cluster to 
which it belongs. So whenever a new point is added its sim ilarity extent is calculated to 
all the data point in the cluster and changed due t o this point is added to the respective 
points of cluster, reducing com plexity to O (n). 
 
1.4 Justification: K-m ode algorithm  is efficient algorithm  for sm all d ataset. On the basis 
of initial m ode selection m ethod it m axim izes inter -cluster distance and m inim izes intra-
cluster distance, which is the quality m easure of c lusters. This algorithm  is applicable on 
categorical dataset, so that we have selected K-m od e m ethod for clustering.  
 
This paper is arranged as follows. Section 2 descri bes the related work in the dom ain. 
Section 3 describes background and prelim inary defi nition and base form ulation. Section 
4 describes basic K-m ode algorithm  and its proposed  advanced (scalable) version. 
Section 5 presents the experim ental environm ents an d test cases used. Section 6 
illustrates the clustering result obtained. Section  7 presents the perform ance analysis of 
the proposed algorithm . Finally section 8 presents the conclusions that we can draw. 
 
2. Related W ork :  M em oization is a fundam ental and powerful techniqu e for result re-
use. It has been used extensively in m any areas suc h as dynam ic program m ing, 
increm ental com putation, and m any others. M em oizati on is a well-known optim ization 
technique used to elim inate redundant calls for pur e functions. If a call to a function f 
w ith argum ent v yields result r, a subsequent call to f w ith v can be im m ediately reduced 
to r w ithout the need to re-evaluate f’s body. Elim inating redundant com putation is an 
im portant optim ization supported by m any language i m plem entations. One im portant 
instance of this optim ization class is m em oization (Liu and Teitelbaum  1995; Pugh and 
Teitelbaum  1989; Acar et al. 2003), a well-known dy nam ic technique that can be utilized 
to avoid perform ing a function application by recor ding the argum ents and results of 
previous calls. If a call is supplied an argum ent t hat has been previously cached, the 
execution of the function body can be elided, w ith the corresponding result im m ediately 
returned instead. 

 
Um ut A . Acar et al, in their paper [1] have propose d a fram ework for applying 
m em oization selectively. Their fram ework provides p rogram m er control over equality, 
space usage, and identification of precise dependen ces so that m em oization can be 
applied according to the needs of an application. T hey discussed that although 
m em oization can dram atically im prove perform ance an d can require som e changes to the 
code, but no language or library support for m em oiz ation. Instead, m any successful uses 
of m em oization rely on application-specific support  code. The underlying reason for this 



is one of control: since m em oization is all about p erform ance, the user m ust be able to 
control the perform ance of m em oization. M any subtle ties of m em oization, including the 
cost of equality checking and the cache replacem ent  policy for m em o tables, can m ake 
the difference between exponential and linear runni ng tim e. 
 
Ganti at el. proposed in the CACTUS [1] the m ethodo logy for clustering by using cluster 
sum m aries. To find out the cluster they perform  the  process in three phases: 
summarization, clustering and validation . In the sum m arization phase, it com putes the 
sum m ary inform ation from  the dataset. In the cluste ring phase, it uses the sum m ary 
inform ation to discover a set of candidate cluster.  In the validation phase, it determ ines 
the actual set of clusters from  the set of candidat e clusters. Overall CACTUS form alized 
the definition of a cluster when the data consists of categorical attributes, and then 
introduced a fast sum m arization based algorithm  for  discovering such cluster in 
categorical data. 
 
Clustering of categorical data is an extensively re searched area not only by data m ining 
and database researchers, but also by other discipl ine people in the area of clustering 
categorical data. Han et al. [11] addresses the pro blem  of clustering transaction in a 
m arket basket database by representing frequent ite m s sets as hyper edge in a weighted 
hyper graph. The weight of the graph is com puted as  the average of the confidence for all 
possible association rules that can be generated fr om  the item  set. Then a hyper graph 
partitioning algorithm  is em ploy to partition the i tem s, m inim izing the weight of the cut 
hyper edge. The algorithm  does not produce a cluste ring of the transactions and it is not 
obvious how to obtain one from  the item  clusters. A nother related paper by Gibson at el. 
[14] also treats categorical approach to solve it, based on non linear dynam ical system . 

3. Definition O f Term s And Base Form ulation 
 
3.1 Categorical Data : As referred in the paper categorical data term  m e ans data objects 
which have only categorical attribute. Here we cons ider all single valued attribute as a 
categorical attribute and do not consider m ulti-val ued attribute as a categorical attribute. 
 
3.2 Categorical Dom ains and A ttributes: Let X1, X 2, X 3… … Xd be the d categorical 
attributes defining a space Q(θ) and Dom (X1), Dom ( X2), … …  Dom (Xd) the dom ain of 
attribute. Dom ( X1) is defined as all possible values for the attribu te X1 and it is unordered.  
 
 
3.3 Categorical O bjects : Let R be set of categorical objects { R1, R 2, R 3… … … … .RN}. W e 

can define  

Ri = R j    (Equivalent of Categorical objects, overlap m ethod ) 

If  Rik  = R jk  for all k = 1 to d,  

In this project we have clustered records based on data driven sim ilarity m easures, 
overlap m easure is one of them . 
 



3.4 Sim ilarity M easure: Let X and Y be two categorical objects contain d attributes. T he 
sim ilarity m easure between X and Y can be defined as total sim ilarity of the respecti ve 
attribute categories of the two objects. The greate r the value of the total sim ilarity, it 
represents m ore closeness of two objects.  
 

Note that we have converted m easures that were orig inally proposed as distance 
to sim ilarity m easures in order to m ake the m easure s com parable in this study. The 
m easures discussed henceforth w ill all be in the co ntext of sim ilarity, w ith distance 
m easures being converted using the form ula: 

  
 
A lm ost all sim ilarity m easures assign a sim ilarity value between two data instances X 
and Y belonging to the data set D as follows: 

 
W here Sk(Xk, Yk) is the per-attribute sim ilarity be tween two values for the 

categorical attribute Ak. Note that Xk, Yk �  Ak. The quantity wk denotes the weight 
assigned to the attribute Ak. 

 
4. K -M ode Algorithm  
 
4.1 Basic K -m ode A lgorithm : Sequential K-m ode algorithm  works by assigning K 
initial data objects from  the dataset as m odes for K-clusters.  In next step algorithm  
selects one by one categorical object from  the data set and assign it to the proper cluster 
i.e. cluster whose m ode is having m axim um  sim ilarit y w ith current record and re-
com pute m ode of assigned cluster. W hen all objects are allocated to respective clusters 
algorithm  rechecks the sim ilarity of all categorica l objects w ith current m ode assigned to 
all clusters. If a categorical object is found whos e sim ilarity is greater to som e other 
cluster m ode then, re-allocation or shuffling is pe rform ed. 
 
Data  

Count to store sim ilarity w ith cluster m ode 
I/P  

Num ber of cluster ( k) 
Dataset of categorical objects (DS) 

 
Process  
 
Step-1 : 

Select k-initial categorical objects from  the datas et and assign them  as initial 
m ode of k-cluster. 

Step-2 : 



Select one by one categorical data point object fro m  the dataset and assign it to 
the proper cluster i.e. assign it to the cluster wh ose m ode is m ost sim ilar w ith 
current data point. Form ally 
For every Ri in DS 
{ 
For ( j=1; j<=k; j++ ) 

Count = Sim (Y j, R i); 
 
W here Yj is the current m ode of cluster and k is num ber of c lusters. 
 
Index: = Index num ber of cluster to whom  Ri is m ost sim ilar 
 
Add Ri object to index cluster and recalculate the centro id or m ode 

} 
Step-3 : 

W hen all objects are allocated to clusters. Recheck  the sim ilarity of all categorical 
objects w ith current m odes assigned to all clusters . If a categorical object is found 
which is nearest to som e other cluster m ode then de -allocate from  the current 
cluster and allocate categorical object to new clus ter &  recalculate m ode 

Step-4 : 
Repeat step-3 until no object has changed clusters after a full cycle test of whole 

data set. 
 

4.2 Advanced K -m ode Algorithm  for Categorical Data O bjects: The advanced K-
m ode algorithm  uses the technique of m em oization. W e store the sim ilarity extent of each 
data point w ith respect to the cluster.  
 
Data  

Count to store sim ilarity w ith cluster m ode 
I/P   

No. of cluster ( k) 
Dataset of categorical objects (DS) 

Process  
Step-1 :  

Select k-initial objects from  the dataset and assig n them  as initial m ode. 
Step-2 :  

Select one by one categorical data point object fro m  the dataset and assign it to 
the proper cluster i.e. assign it to the cluster wh ose m ode is m ost sim ilar w ith 
current data point. Form ally 
For every R i in DS 
{ 
For ( j=1; j<=k; j++ ) 
 {  

Count = Sim (Y j, R i);  
W here Yj is the current m ode of cluster 
Index: = Index num ber of cluster to whom  Ri is m ost sim ilar 



} 
Add Ri object to index cluster 
Calculate sim ilarity extent of data point w.r.t. al l the co-cluster points 
M em oized this Sim ilarity value in data point 
Recalculate the m ode using previously m em oized sim i larity values 
} 

Step-3 : 
Retest the sim ilarity of all records w ith all clust ers (Shuffling Phase) 
For all cluster Ck 
{ 

  For all records Ri in Ck 
For all clusters where 0 < j < k 

Count� Sim (Ri, Mj); 
Index  � Index for which, sim ilarity is m axim um . 

If ( j != position) 
{ 
Rem ove(Ri, j);  
Add(Ri, Index ); 
} 

} 
Step-4 : 

Repeat step-3 until no object has changed clusters after a full cycle test of data set. 
 
Advanced K -m ode algorithm  has the follow ing propert ies: 
1. Basic K-mode algorithm  has the com plexity of O(tkm n2) where k is num ber of 

cluster, m is num ber of attributes, n is num ber of Categorical dataset and t is num ber 
of iteration. In advanced K-mode algorithm  we have reduced the com plexity by n-
factor using m em oization. So new algorithm  is havin g com plexity of O(tkmn ). 

2. As data is not being m odified in any form , so the a ctual m eaning of data ever lost. 
3. Because of m em oized operations, throughput of algor ithm  also increases. 
 
To get insight into  K-mode algorithm  and its advanced version, we can assum e that a set 
of categorical data objects consisting of 1000(n) records w ith 22(m) categorical attributes, 
and suppose the num ber of clusters to be created is  4. Then the tim e com plexity of 
sequential algorithm  w ill be 1000 ×1000× 4 × 22 × t ≈ 88000000t  units of tim e, where, t 
represents num ber of iterations to be taken for abo ve data set by a single processor, as per 
initial selection of the m odes. W e can extend the b asic K-mode algorithm  to advanced K-
mode algorithm  by using m em oization technique.  

 
 
As, from  the advanced K-mode algorithm  all 1000(n) categorical data objects having 
22(m) attributes are clustered in to 4 clusters w ith initial values of 4-m odes ( in our case). 
Now we have applied m em oization technique which red uced tim e com plexity by n tim es. 
So this version of K-m ode algorithm  has tim e com ple xity of 1000 × 4 × 22 × t ≈ 88000t  
units of tim e, w ith the assum ption that the num ber of categorical data objects and num ber 
of attributes rem ain sam e. 



 
5. Experim ental Environm ent:  
 
5.1 Used Data Set: W e have used M ushroom  data set to test the com putat ional efficiency 
of advanced K-mode algorithm . W e have evaluated com putational efficie ncy of both 
basic and advanced K-mode algorithm  as discussed in this paper.  

 
The M ushroom  data set is one of the standard test d ata sets used in the m achine learning 
com m unity. It has often been used to test conceptua l clustering algorithm s. W e have 
chosen this data set to test our algorithm  because of its publicity and because all its 
attributes can be treated as categorical w ithout ca tegorization. 
  
The M ushroom  data set has 8124 observations, each b eing described by 22 attributes. 
Each observation is identified by one of the 2 clas ses - Edible, and Poisonous. Edible has 
4208 observations and poisonous has 3916 observatio ns.  
 
5.2 Test cases:- we can test K-m ode algorithm  by considering follow i ng variations: 
1. By keeping the num bers of cluster fixed and vary th e record.  
2. By keeping the records fixed and vary the num ber of  cluster. 
3. By vary the num ber of attributes in categorical spa ce. 
 
5.3 Testing Environm ent : Clustering experim ents is perform ed on the P4, 512 M B 
RAM  and W indows XP Professional operating system . T he Application for perform ance 
evaluation is developed in Java.     
 
6. C lustering R esult:  
 
6.1 Change in Num ber of Records : W e have fixed the num ber of cluster to 10. 
Changing the num ber of record from  500 to 1000 (tha t is size of data sets change) and 
evaluate the tim e required to partition the data se t by both algorithm s and draw the graph 
between num ber of records and tim e. (Num ber of attr ibutes in each tuple is 22 
 
Table 1 shows the com parison of num ber of records a nd tim e required for creating the 
cluster by Basic and Advanced algorithm : 
 
 
 
 
 
 
 

Table 1: Relation between tim e and the num ber of Re cords 
 
 



No. of 
records 

Tim e taken to 
execute 

Basic im plem entation 
(In m illiseconds) 

Tim e taken to 
execute 

Advanced 
im plem entation (In 

m illiseconds) 
500 2574 1748 

600 3245 2043 

700 5975 2402 

800 7332 2761 

900 10171 2995 

1000 11638 3572 

 
Figure 1: Represents the com parison graph correspon ding to table 1. 
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Figure 1: Relation between Records and Tim e  
 
6.2 Change in N um ber of Cluster: W e have fixed the num ber of record at 1000 and 
change the num ber of cluster from  6 to 10 and evalu ate the tim e required to partition the 
data set (i.e. the records into clusters) by both a lgorithm s and draw the graph between 
num ber of clusters and tim e. (Num ber of attributes in each tuple is 22).  

 
Table 2 show the com parison of num ber of clusters a nd tim e required for creating the 
cluster by Basic and Advanced algorithm :   

 
 
 
 

Table 2: Relation between Tim e and the Num ber of cl usters 
 



 

No. of 
Clusters 

Tim e taken to 
execute 

Basic im plem entation 
(In m illiseconds) 

Tim e taken to 
execute 

Advanced 
im plem entation (In 

m illiseconds) 
6 12293 3230 

7 15522 3245 

8 9079 4009 

9 10250 3307 

10 11762 3214 

 
Figure 2 represents the graph corresponding to tabl e 2: 
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Fig 2: Relation between Tim e and the Num ber of clus ters 
 
6.3 Change in the N um ber of Attributes: W e have fixed the num ber of record to 1000 
and the num ber of cluster to 10; varied the num ber of attributes from  4 to 22 and 
evaluated the tim e required to partition entire dat aset (records) by both the algorithm s and 
draw the graph between attributes and tim e. 

 
Table 3 shows the com parison for num ber of attribut es and Tim e required for 

creating the cluster by Basic and Advanced algorith m : 
 
 
 
 

Table 3:  Relation between Attributes and Tim e 
 



 

No. of 
A ttributes 

Tim e taken to 
execute 
Basic 

im plem entation 
(In m illiseconds) 

Tim e taken to 
execute 

Advanced 
im plem entation (In 

m illiseconds) 
4 4337 2044 

7 4181 2402 

10 7160 2917 

13 5506 2418 

16 6817 2996 

19 7129 2699 

22 12511 3666 

 
Figure 3: Represents the com parative graph correspo nding to table 3. 
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Fig 3: Relation between Attributes and Tim e 
 
W e have evaluated the three case shown in Table-1 a nd corresponding figure-1 which 
considered the fix num ber of clusters, attributes a nd change the num ber of records and 
calculate the tim e for create the cluster, sim ilarl y we evaluate the tim e by changing the 
clusters and keeping the num ber of records and attr ibutes fix show in Table-2 and Figure-
2 and calculate the tim e by changing attributes and  keeping the cluster and record fix in 
Table-3 and Figure-3. W e observe that advanced algo rithm  is very efficient over basic 
algorithm . 
 
 
 
 
 



7. Conclusion : The Advanced version of K-m ode algorithm  presente d in this paper has 
com plexity of O(tmn) that we achieve by the m em oization technique. Suc h that, the 
algorithm  is capable to perform  the partitioning ve ry large heterogeneous data set of 
categorical objects into a num ber of sm aller and m o re m anageable objects. 
Im plem entation shows that the clustering problem  ca n be optim ized by adopting 
m em oization m ethod. 
 
The im plem entation of the proposed advanced k-m ode algorithm  with variations in the 
environm ent variables i.e. by keeping the num ber of  records and attributes fix and vary 
the num ber of clusters and/or by keeping the num ber  of attributes and clusters fix and 
vary the num ber records and/or by keeping the num be r of records and clusters fix and 
vary the num ber of attributes justifies the perform ance of the proposed algorithm . 
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